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1 Introduction

In this report we described several experiments conducted using the ns-3 simulator and its
module mmWave. These experiments were motivated by some research questions, namely
how to determine the best positioning of 5g radio base stations. Due to some limitations
over the millimeter wave technology with relation to distances between the radio base
and an user device great (spatially) scale simulations were not considered. Nevertheless
by reading this report one could derive new research questions more trimmed to the
capabilities of this module and even improve some of the methods herein shown.
The Network Simulator ns-3[1] is a discrete event simulator that allows one to simulate

mobile devices, radio base stations, routers, computers and even obstacles (e.g. build-
ings) for wireless communications. Although some of its citations in the literature are
related to comparisons between network simulators [2, 3], there are papers that directly
validates some particular functionality of the ns-3 simulator using real measurements [4],
some using mathematical models [5, 6, 7] and in some papers new modules and algo-
rithms, implemented over ns-3, are proposed [8, 9, 10]. In these latter papers the ns-3 is
used for evaluation. The mmWave is a enabling technology for 5g networks and also a
module (with the same name) for the ns-3 software. The module is built and validated
through multiple real world experiments, such as waving a hand between a cellphone
and a radio base station in a controlled environment to measure this kind of interference
caused by a transient obstacle [1]. Although this controlled environment is limited in
the sense that perhaps it could not capture all the possible elements that could affect
a 5g communication the scenarios considered in this paper are reasonably simple and
thus major discrepancies between them and observations in real similar scenarios are not
expected.
The experiments will be conducted over simulations created using the network simu-

lator software ns-3[1]. In order to have more accurate simulations, the real position of
avenues and the real size of buildings (as its positions) are used in some of the scenarios.
Our main interest along these experiments is to measure the Signal-to-interference-

plus-noise ratio (SINR), as an indirect measure for the Quality of Service, in multiple
real case scenarios and also in hypothetical ones. We try to answer the research question
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aforementioned by first deriving a setup that allows one to simulate a 5g network and
then through some measures determine the optimal positioning of the radio base stations.
Moreover this report also has the purpose of being a starting guide to simulate 5g

networks in mmWave that complements its official guides [11, 12, 13].

2 Bibliographic review

According to Bega et al. (2017) [14] and Shancang et al. (2018) [15] the current state of
networks based upon the 4g technology will not attend to near future demands like the
ones required by Internet of Things (IoT) devices, smart devices, low-latency controlled
devices, vehicular networks, etc. The main challenges for such kinds of communications
relies on a mixture of low-latency, high bandwidth and high availability. Although the
millimeter wave technology (mmWave) enables the 5g technology [16, 11, 14, 17] it still
have some difficulties due to high attenuation [17]. Some works like [16] describes the
dual connectivity paradigm where a device can handover between the 4g LTE and the
5g network, in order to benefit from 4g stability and 5g advantages.
There are quite a few tools for simulation 5g networks nowadays [18, 19, 20, 11]. Most of

them are products targeted at the telecommunication industry as simulation tools. Even
though any of them could be used for research, due to its usual high price it becomes
unfeasible to compare all of them in order to determine strengths and weaknesses of each
one. Since the goal of this report is to provide a guide for implementing and analyse
simulations of the 5g networks we choose the ns-3 with the mmWave module to conduct
the experiments.
One of the most critical issues when dealing with 5g networks is its low distance

of operation (when compared to 4g networks) even with a clear line of sight[11]. In our
experiments we noticed that the SINR starts to degenerate quickly as soon as the distance
between the 5g radio base station and the user device have a distance of approximately
200 meters between them. So most of the scenarios created in this report assume that
the user equipment (i.e. its cellphone) is at most at 200 meters away from the connected
5g radio station.

3 Components of the simulation

In this section details about the simulation implementation and methodology will be
described. The simulation will be focused in two actors, the 5g Radio Base Stations,
namely evolved Node-B (eNB) radio bases and mobile devices called as User Equipment
(UE).

3.1 mmWave

The mmWave module is built upon the LTE one [21, 22] and is meant for creating simula-
tions concerning 5g networks. Due to the nature of how ns-3 modules are constructed and
even due to its working philosophy there are some incompatibilities between some other
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modules (that may or may not be compatible with the LTE module) and the mmWave
one. In order to overcome such incompatibilities and also to make it easy to deploy a
working copy of the ns-3 with the mmWave module already set it is recommended to
install directly from the mmWave’s repository instead of firstly getting a copy of the ns-3
simulator and then installing the module. In the appendix section (at the end of the
report) we’ll describe one way of installing the mmWave together with the ns-3 simulator
and how to run the studied scenarios.

3.2 User Equipment

User Equipment will be modeled as simple systems running networks applications that
generates traffic. By constantly monitoring their signal strength, uplink and downlink
transmission rates a measure of Quality of Service will be derived such that it’ll be used
as part of the cost function at a determined position and time in the simulation.

3.3 Radio Base Stations

Radio Base Stations will be modeled using the module mmWave[11] developed over the
ns-3 LTE module[21] to incorporate 5g technology characteristics and simulate multiple
real life aspects such as interference between radio bases.

3.4 Metrics

In order to measure the Quality of Service we use the Signal-to-interference-plus-noise
ratio (SINR) as an indirect measure, and from the application layer we simulate in some
scenarios an TCP application sending packages as well as how does the PING application
behaves under certain conditions.

4 Scenarios

In this section the scenarios will be grouped according to the research question that
originated it. The order of the scenarios reflects nearly the order in which limitations of
the platform were being found.

4.1 Where to deploy 5g eNB base stations in order to maximize SINR
considering buses trajectories?

In this set of experiments we tried to create scenarios with 5g eNB radio stations, UE
devices grouped in containers (simulating users in a bus).
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4.1.1 Scenario 1

In this scenario we created a container with 40 UE devices (a full bus) stopped near
5 eNBs (all of them 5g radio stations) located at the same spot. The rational behind
this arrangement is that perhaps with more eNBs the UEs could connect with distinct
eNBs and the overall SINR would be better. It turns out that by using the function
AttachToClosestEnb from the MmWaveHelper class all the UEs will connect to the same
eNB even when more are available if all eNBs are at the same position. In figure 1 we
plot the SINR from all the RNTIs in this scenario.
It’s important to notice that the graph in 1 shows the Radio Network Temporary

Identifier (RNTI) from each UE rather than some unique identifier of the UE. A RNTI
is assigned to an UE when it connects to the radio station, when the same UE reconnects
(even to the same eNB) a new RNTI is assigned, and each RNTI is assigned in an
incremental way, that is, each connection generates a new RNTI, so in this graph it’s
hard to tell which points belongs to the same UE or even which points represents the
same RNTI. In this graph there are 147 distinct RNTIs (which implies that some of the
40 UEs has been reconnected more than once). Our last observation about this scenario
is that although 5 eNB radio stations were available (all at the same location) only the
first eNB, (referred in data by the cellId column with value 1), got connections, none UE
connected to any of the other eNBs during the simulation.
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Figure 1: SIRN of 40 devices connecting to the same eNB radio station. Here we have
each datapoint as a ’x’ symbol, we can notice that due to the granularity of the
mmWave (nanoseconds) the SINR is the same for a number of steps. Moreover
notice that the x-axis (time here) is relabeled so that each timestep has an
unique identifier ranging from 0 to 1119116, that is, although the simulation
has a resolution of nanoseconds, implying in possibly 10 billions distinct time
points, only nearly 1 million of them are really distinct so that the number of
generated events are not so big as the resolution suggests.
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4.1.2 Scenario 2

This scenario is exacltly like the last one except that instead of having 5 eNBs at the
same location now there is only one.
With this we can conclude if the eNBs intefere with each other or not, since in the

scenario one we observed that when multiple eNBs are at the same spot the UEs (also
in one single location) connects to just one eNB.
We noticed that the SINR from each RNTI is stable around a certain range but, each

RNTI had its SINR oscillating in a different range. The expected behaviour was that
given an UE its SINR could sometimes be higher and sometimes lower when compared
to the others. What we observed is that some RNTIs only exists in a single point in
time, that is, a connection is created between an UE and the eNB, generating a RNTI,
if the SINR for this connection is too low (lower than 7 dB) then the UE disconnects
and tries to reconnect, generating then a new RNTI possibly with a better SINR. By
observing this behavior we concluded that the SINR is directly related to the number of
RNTIs generated, but once the connection created between the UE and the eNB has a
good SINR it is kept until the end of the simulation. Thus to better understand how the
connections are created and how the locations of the UEs and the eNBs are related to
the created connections new experiments are required.
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4.1.3 Scenario 3

Following yet the investigations from the last scenarios now we tried to keep 40 UEs at a
fixed location and deployed two 5g eNBs each one at 150 meters away from the UEs but
in antipodal locations around the UEs. Still the conclusions and observations are quite
the same as the last two scenarios. So even in distinct locations, if the distance between
an UE and two eNBs the first eNB considered by the simulator will be the only one used.

4.2 How to deal with buildings and moving UEs?

In this set of experiments we considered eNBs and UEs with obstacles (i.e. buidings)
between them. Moreover the UEs are allowed to move, so that they can have a direct
line of sight to the eNB in some parts and an obstruction in others during the same
simulation.

4.2.1 Scenario 4

In this scenario two real world buildings1 and a real world avenue are simulated together
with one UE crossing the avenue. There is one single eNB located behind one of the
buildings (from the point of view of the UE) so that during part of the simulation the
UE has direct line of sight to the eNB and in some parts it is blocked by the buildings.
Notice that the distance between the UE and the eNB changes very little during the
whole simulation. So the minimum distance is 50 meters and the maximum distance is
nearly 80 meters. Besides in this simulation in order to capture the RTT and the CWND
one remote host (i.e. a web-server over the internet) is inserted in the simulation, so that
this remote host sends data packages to each UE.
In figure 2 the SINR of the UE (in blue) is plotted over its RTT graph (orange).

The time axis (horizontal one) is converted from nanoseconds to timesteps, the whole
simulation lasts 10 seconds or equivalently 297328 distinct timesteps. Notice that the
RTT is scaled so that its order of magnitude (10−2) becomes comparable to the one of
the SINR. In figure 3 it is plotted the RTT graph and from this graph we can notice
that the RTT (except at the first moments) is quite stable during the simulation. One
possible reason for that is that althouth the simulation contains some obstacles the
eNB is relatively near to the UE during the whole simulation. So the most noticeable
characteristic is that the SINR’s mean decreases slightly as the UE moves away from the
eNB during the simulation.
In figure 4 we plot the SINR and the TCP’s congestion window size (refered from now

as CWND) over the same graph. Again due to fact that both values have very distinct
ranges the TCP values were re-scaled so that its behavior could be compared with that
of the SINR. In figure 5 the CWND graph is shown alone. As will be see later, for this
kind of scenario with the eNB always close to the UE the CWND and the RTT won’t
change as a result of the variations of the SINR.

1Located at the Paulista Avenue, 119 and 149, they are the Sesc Avenida Paulista and Instituto Itaú
Cultural respectively.
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Figure 2: SINR and RTT ploted over
the same graph. Figure 3: RTT graph.

Figure 4: SINR and TCP’s congestion
window size ploted over the
same graph.

Figure 5: TCP’s congestion window size
graph.

4.2.2 Scenario 5

This scenario follows the same setting as the last one, except that the UE moves now
backwards (starting far away from the eNB and ending near it).
As mentioned before, the graphs in the figures 6, 7, 8 and 9 have a behavior quite

similar (for the RTT and the CWND metrics) as those of the last scenario, since the
SINR is good for the whole simulation and this last fact derives from the proximity from
the eNB to the UE. Once again the most noticeable characteristic now is that the mean
of the SINR in the figures 6 and 8 improves as the UE comes closer to the eNB.

4.2.3 Scenario 6

Since the behavior of the SINR, RTT and of the CWND, has proven to be quite consistent
for a simple scenario with one moving UE, one single eNB and two buildings, in this
scenario we tried to combine the two last ones. Now we have two UEs moving one
towards the other.
In figure 10 the SINR is analysed for two types of events, the Download events (DL),

that is, packets sent from the eNB to the UE, and the Upload events (UL), those events
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Figure 6: SINR and RTT ploted over
the same graph. Figure 7: RTT graph.

Figure 8: SINR and TCP’s congestion
window size plotted over the
same graph.

Figure 9: TCP’s congestion window size
graph.

happens when a packet is sent from the UE to the eNB. Notice that this nomenclature (DL
and UL) only specifies the direction of the event, they are not related to the application
that generates the RTT and CWND logs. Similarly in figure 11 we can see the SINR for
the UE 2 during the simulation, both for the UL and DL directions.

Figure 10: SINR for the connection between the UE 1. The left side shows the SINR
capture during DL and the right side the SINR during UL.

In figures 12 13 we can see that the RTT, for the UE 1 and UE 2 respectively, is
almost not affected by the SINR Note that the graphs in the figures are scatter plots
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Figure 11: SINR for the connection between the UE 2. The left side shows the SINR
capture during DL and the right side the SINR during UL.

(with dots) for both the SINR and the RTT. The thick horizontal orange line is just a
large set of points that oscillates in the same small range for almost the whole duration
of the simulation.

Figure 12: SINR (blue) and RTT (or-
ange) for the UE 1.

Figure 13: SINR (blue) and RTT (or-
ange) for the UE 2.

In figures 14 and 15 the congestion window of the TCP application over the UEs are
plotted together with their SINR. From these graphs it seems that the SINR doesn’t
affect none of the congestion windows standard growth behavior.

4.2.4 Scenario 7

Now in addition to the last scenario we also inserted a second eNB (at the same distance
from the second UE as the first one with relation to the first UE) so that now each UE
will be getting close to an eNB at the same time that it is getting away from another.
With this scenario we want to check how the UEs interfere with each other and how is
the interaction of the eNBs in the presence of the obstacles.
In figure 16 it is shown the SINR for the connection between the first UE and the

first eNB. We notice that although the signal gets quite degraded by the end of the
simulation still the first UE keeps its connection with the first eNB instead of connecting
to the second one (now closer to it than the first eNB). Moreover the SINR in this scenario
varies more than in the previous scenarios in which it was oscillating only in the range
between 30 and 50 decibels. In the figure 17 we can see the SINR between the second
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Figure 14: SINR (blue) and CWND (orange) for the UE 1.

UE and the second eNB during the simulation. It is similar to the SINR of the figure 16,
which was expected given the symmetry of the scenario.
In figure 18 it is shown the SINR (in blue) and the RTT (in orange), over the same

graph, for the connection between the UE 1 and the eNB 1. In this figure it’s not clear
what is the relationship between the SINR and the RTT, but it is clear that as the UE
get further away from the eNB the RTT tends to get larger. In the figure 19 it is shown
the RTT in its original scale (seconds).
Now in the figures 20 and 21 it is shown the SINR and the RTT between the second

UE and the second eNB. The relationship between the SINR and the RTT still not clear.
This time the RTT oscillates more than the RTT between the UE 1 and the eNB 1, but
the maximum value now is 0.12 seconds, while before it was 0.25 seconds.
One point worth of attention is that between the timestep 100000 and the timestep

150000 there is a gap. This gap could in principle be a moment where the UE and the
eNB lost connection, but in this case the reconnection would imply in a new RNTI being
assigned to the second UE, but only one RNTI is present in the eNB 2 during the whole
simulation, thus the UE and the eNB keeps its connection throughout the simulation.
In figures 22 and 23 it is shown the SINR and the CWND between the UE 1 and the

eNB 1. In this graphs once again there seems to be no relationship between the UE and
the congestion windows size. Now when it comes to the same measurements between the
UE 2 and the eNB 2 the behavior after the same gap observed in the RTT graph (for

11



Figure 15: SINR (blue) and CWND (orange) for the UE 2.

Figure 16: SINR for the connection between the UE 1 and the eNB 1.

Figure 17: SINR for the connection between the UE 2 and the eNB 2.
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Figure 18: SINR and RTT graphs for
the UE 1 and the eNB 1. No-
tice that the RTT graph (the
orange one) was re-scaled.

Figure 19: RTT graph for the UE 1 and
the eNB 1.

Figure 20: SINR and RTT graphs for
the UE 2 and the eNB 2. No-
tice that the RTT graph (the
orange one) was re-scaled.

Figure 21: RTT graph for the UE 2 and
the eNB 2.
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Figure 22: SINR and CWND graphs
for the UE 1 and the eNB
1. Notice that the CWND
graph (the orange one) was
re-scaled.

Figure 23: CWND graph for the UE 1
and the eNB 1.

the UE 2 and eNB 2) is different. In Figure 25 the SINR and CWND are plot together
and firstly the CWND grows quite fast (when compared to the CWND of the UE 1 and
eNB 1) reaching it’s peak just before the gap, then it keeps low values for the rest of the
simulation.
In figure 24 it is shown the packet size received by the UE 2 by the remote host during

the simulation. Although the size of the package received is always the same, since the
CWND is at least 1400 at all moments, during the gap (observed in figures 17, 21 and
26) no packages were received.
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Figure 24: Packet sizes received by the UE 2.

Figure 25: SINR (in blue) and CWND
(in orange) graphs for the UE
2 and the eNB 2.

Figure 26: CWND graph for the UE 2
and the eNB 2.
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5 Conclusion

Our primary objective in these series of experiments is to derive a feasible and accurate
way to estimate the optimal positioning of 5g eNBs in the urban context. Through the
experiments done it was possible to delineate limitations and good practices when using
the ns-3 simulator with its mmWave module.
Since the range of options and configurations to create a scenario as well as the com-

plexity of the interaction between the elements of the simulation is very high more inves-
tigations are needed in order to reach a better understanding of the causes of degradation
of the several measures one can take when inspecting the connection between an UE, an
eNB and even a remote host. Consequently by reaching to a better comprehension about
the causes and effects of each element of the simulation over those measures one could
start investigations about how this measures and the Quality of Service are related.

5.1 Validity of the simulation

The mmWave module itself is built taking into account multiple real life aspects (i.e.
the interference caused by the hand of the user). Even though in this report we tried to
keep it close to a real scenario by exploiting available real buildings and avenues relative
locations as well as real 4g radio base stations locations.
The same approaches used here could be extended in order to simulate larger scenarios

with more eNBs, UEs, buildings and remote hosts. The scenarios (as well as Jupyter
Notebooks with the analyses) can be found at [23].

6 Appendix

Here we detail how to install and run simulations using the mmWave module from the ns-
3 simulator. Furthermore we also describe two source code scenarios that are variations
from the base sources codes used to develop all the scenarios in this report.

6.0.1 Installing

In order to install the mmWave with the ns-3 simulator one can go to the official repository
[24] clone it locally and then run the following commands from the root directory (i.e.
.../ns3-mmwave/):

. / waf c on f i gu r e - - enable - examples

. / waf - - run mmwave- example

If everything worked correctly it’ll be printed to the output a sequence of lines like
*********** UPDATING CHANNEL MATRIX (instance 79) ***********
and some output files (i.e. RxPacketTrace.txt) will be generated at the end of the simu-
lation.
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6.0.2 Running a source file code

Once the mmWave repository[24] has been cloned one can simply copy a simulation source
code (i.e. mycode.cc into the scratch folder and then execute the following commands:

. / waf

. / waf - - run mycode

The first line will build the scenario and the second one effectively execute it.
The scenarios described in this reported are available for download at [23].
Understanding the code from the scenarios
There are two files that were used to create all our scenarios, the mmwave-tcp-

building-example.cc and the mmwave-example.cc. The former one considers user
equipment, radio base stations, buildings and remote hosts (i.e. a web-server over the
internet), the latter considers just user equipment and radio base stations. In scenario 3
(section 4.1.3) it is presented a scenario with 40 user devices and 2 radio base stations.
This scenario is based on the file mmwave-example.cc and we’ll use it to describe how
to modify an already existing simulation:

i n t ueNodesNum = 40 ;
i n t enbNodesNum = 2 ;

After the boilerplate part used to set details concerning the mmWave physical and
link layers this two variables are set in order to determine how many user devices (ueN-
odesNum) and how many radio base stations (enbNodesNum) will be created in this
scenario.

NodeContainer enbNodes ;
NodeContainer ueNodes ;

In the ns-3 simulator one can define "containers" of objects. Applying a property to a
container has the same effect of applying it to all its internal objects.

enbNodes . Create (enbNodesNum ) ;
ueNodes . Create (ueNodesNum ) ;

Here we actually initialize 2 objects in the enbNodes container and 40 in the in the
ueNodes container.

Ptr<L i s tPo s i t i onA l l o c a t o r > enbPos i t i onAl l oc =
CreateObject<L i s tPo s i t i onA l l o c a t o r > ( ) ;

This line instantiates a list of positions, that is, an array that will receive coordinates
that will define the relative position of objects in the simulation.

enbPos i t i onAl l oc ->Add ( Vector ( 0 , 0 , 3 ) ) ;
enbPos i t i onAl l oc ->Add ( Vector ( 0 , 3 0 0 , 3 ) ) ;

Since in this scenario there are two radio base stations (referred also as eNBs) with
distinct positions we need to insert in the enbPositionAlloc list two coordinates, here
(by convention) the coordinate system will consider the first position of the Vector

17



object as a longitudinal coordinate, the second one as a latitudinal and the third one as
height. The ns-3 simulator doesn’t take into account the geometry of the space, so one
could switch the coordinate system without changing the outputs (as long as it is kept
consistent).

Ptr<L i s tPo s i t i onA l l o c a t o r > uePos i t i onA l l o c =
CreateObject<L i s tPo s i t i onA l l o c a t o r > ( ) ;

u ePos i t i onA l l o c ->Add ( Vector ( 0 , 1 5 0 , 1 ) ) ;

Similarly to what is done to define the location of the radio base stations, in this part
the position of the (ueNodes) container will be set, notice that since all 40 user devices
are initialized inside this container then all of them will be located at the same position.
Now the next explored file is the one of the scenario 7 (section 4.2.4):
This file starts defining an application (a simulated application to run over the UEs

and on a remote host) and some functions used to generate output logs.

i n t s c ena r i o = 2 ;

The base file of this scenario (called mmwave-tcp-building-example.cc) contains inside
it another 3 other scenarios regarding the positioning of the buildings simulated for
our purposes only the scenario 2 is modified and the other internal scenarios are kept
untouched.

double stopTime = 25 ;
double simStopTime = 25 ;

These two variables controls when the simulated application (the one running in the
UEs) will be halted and the latter variable defines for how long the simulation (the
scenario 7) will run. Here both variables are defined in seconds and the former should
be smaller than or equal to the latter.

bool tcp = true ;

This scenario also allows one to simulate an UDP application sending and receiving
packages, but since we’re interested in the round-trip-time (RTT) of a package sent we’ll
keep this flag as true.

// Create a s i n g l e RemoteHost
NodeContainer remoteHostContainer ;
remoteHostContainer . Create ( 1 ) ;
Ptr<Node> remoteHost = remoteHostContainer . Get ( 0 ) ;

In this session the remote host responsible for sending packages to the UEs is created.
Firsly it is initialized as a node from a node container and then the pointer to the single
node created is assigned as the variable remoteHost.

In t e rne tStackHe lpe r i n t e r n e t ;
i n t e r n e t . I n s t a l l ( remoteHostContainer ) ;
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Here the InternetStackHelper class is used to simulate an internet stack so that this
computer could be accessed by the UEs through a 5g connection.

Ptr < Bui ld ing > bu i ld ing1 ;
bu i l d ing1 = Create<Bui lding> ( ) ;
// Sesc bu i l d i ng
bu i l d ing1 ->SetBoundaries (Box ( 0 . 0 , 0 . 0 , 0 . 0 , 15 .66 , 34 .87 , 5 8 . 8 5 ) ) ;

// Itau Cul tura l bu i l d i ng
Ptr < Bui ld ing > bu i ld ing2 ;
bu i l d ing2 = Create<Bui lding >() ;
bu i l d ing2 ->SetBoundaries (Box (39 . 03 , 0 . 0 , 0 . 0 , 13 . 93 , 33 .68 , 5 8 . 9 ) ) ;

This block (starting at line 381) defines the two buildings used in the scenario 7. The
buildings are defined after they are instantiated by the function SetBoundaries that
receives an object Box as its parameter. The constructor of the Box object is called
with the parameters:

1. longitudinal position,

2. latitudinal position,

3. altitude,

4. width,

5. depth,

6. height

After defining the buildings the radio base stations and the user devices are instantiated
and positioned.

ueNodes . Get (0 ) ->GetObject<MobilityModel> ( ) ->
Se tPos i t i on ( Vector ( - 20 , 40 , 1 ) ) ;
ueNodes . Get (1 ) ->GetObject<MobilityModel> ( ) ->
Se tPos i t i on ( Vector (60 , 40 , 1 ) ) ;

Here the positions of each UE is defined manually (rather then using the container).

ueNodes . Get (0 ) ->GetObject<ConstantVelocityMobi l i tyModel> ( ) ->
SetVe loc i ty ( Vector (0 , 0 , 0 ) ) ;

ueNodes . Get (1 ) ->GetObject<ConstantVelocityMobi l i tyModel> ( ) ->
SetVe loc i ty ( Vector (0 , 0 , 0 ) ) ;

They are initialized stopped at first.
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f o r ( i n t i = 2 ; i < 22 ; i++)
{

Simulator : : Schedule ( Seconds ( i ) ,
&ChangeSpeed ,
ueNodes . Get ( 0 ) , Vector (4 , 0 , 0 ) ) ;

S imulator : : Schedule ( Seconds ( i ) ,
&ChangeSpeed ,
ueNodes . Get ( 1 ) , Vector ( - 4 , 0 , 0 ) ) ;

}

This loop is used as a trick to trigger the ChangeSpeed function and consequently
output to the file mobility-trace-example.mob the current position of each UE at
every second. This is usefull for debbuging the scenario. In order to just move an UE
only a single call to the Schedule function, indicating when the speed should be changed
and what is the velocity, is enough.

Simulator : : Schedule ( Seconds (22 ) ,
&ChangeSpeed ,
ueNodes . Get ( 0 ) , Vector (0 , 0 , 0 ) ) ;

S imulator : : Schedule ( Seconds (22 ) ,
&ChangeSpeed ,
ueNodes . Get ( 1 ) , Vector (0 , 0 , 0 ) ) ;

Here both UEs are set to stop after 22 seconds of simulation, since the simulation lasts
25 seconds, in the last 3 seconds the UEs are stopped.

// I n s t a l l LTE Devices to the nodes
NetDeviceContainer enbDevs =
mmwaveHelper ->Insta l lEnbDev ice ( enbNodes ) ;

NetDeviceContainer ueDevs =
mmwaveHelper ->Ins ta l lUeDev i c e ( ueNodes ) ;

Here the eNBs container enbNodes will be set to be radio base stations and the UEs
container ueNodes will be set to be LTE devices with the mmWave communication
capability.

Ptr<OutputStreamWrapper> stream10 =
asc i iT rac eHe lpe r .
CreateFi leStream ("mmWave- tcp - window - newreno0 . txt " ) ;

Ptr<OutputStreamWrapper> stream11 =
asc i iT rac eHe lpe r .
CreateFi leStream ("mmWave- tcp - window - newreno1 . txt " ) ;
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Here we can define the name of the output files containing the size of the congestion
window of the connection of the first UE (the file ending in newreno0.txt) and of the
second UE (...newreno1.txt).

Ptr<OutputStreamWrapper> stream40 =
asc i iT rac eHe lpe r . CreateFi leStream
("mmWave- tcp - r t t - newreno0 . txt " ) ;

Ptr<OutputStreamWrapper> stream41 =
asc i iT rac eHe lpe r . CreateFi leStream
("mmWave- tcp - r t t - newreno1 . txt " ) ;

Similarly, here one can define the name of the output files for the logs of the RTT
times for both UEs.

Ptr<OutputStreamWrapper> stream20 =
asc i iT rac eHe lpe r . CreateFi leStream
("mmWave- tcp - data - newreno0 . txt " ) ;

Ptr<OutputStreamWrapper> stream21 =
asc i iT rac eHe lpe r . CreateFi leStream
("mmWave- tcp - data - newreno1 . txt " ) ;

At last here we can define the names of the output files for the size of the data packets
received by each UE from the remote host.
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